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 Which are the most 
important nodes in these 
networks ? 
 

 Which are the strongest 
connections ? 

the properties of 
individual nodes or small 

groups of nodes 

modular or community 
structure 

What is the community ? 



 
 functional units within a 

networked system.  
 
 

 the properties of 
individual communities 
can be quite different. 

Generally speaking, a community is a dense 
sub-network within a larger network. 
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 small or sparse networks:  

 
     a good eye will do the job.  

 
 

 larger or denser networks: 
 

     algorithmic methods. 

Community detection and applications  



If one is to create a method for detecting communities 
in a mechanical way, one must first define exactly what 
one means by a community. 
 
 
Exact definitions of community : 
 
 counts of edges within and between communities  
 counts of paths across networks 
 spectral properties of network matrices 
 information theoretic measures  
 random walks 

 
 



Which algorithms are the best ? 
 
 
 tested against real-world networks for which there 

is an accepted division into communities. 
 

 tested against computer-generated networks that 
have some form of community structure artificially 
embedded within them. 



1.Hierarchical clustering 
 
If we can derive a measure of how strongly nodes in a 
network are connected together, then by grouping the 
most strongly connected we can divide the network into 
communities.  
 
For example, 
connection strength:    

𝜎𝑖𝑗=
𝑛𝑖𝑗

𝑘𝑖𝑘𝑗
 

 
𝑘𝑖 is the degree of node 𝑖. 𝑛𝑖𝑗 is the number of common 
network neighbors that two nodes 𝑖, 𝑗 have. 



Grouping  single  nodes  into  small  groups, according to 
the connection strength. Then grouping those groups 
into larger groups and so forth. 

 Zachary’s  karate-club  network 



2.Optimization methods 
 
Viewing the community-detection problem by analogy 
with equilibrium physical processes and treating it as 
an optimization task.  
 
The basic idea is to define a quantity that is high for 
‘good’ divisions of a network and low for ‘bad’ ones, and 
then to search through possible divisions for the one 
with the highest score.  



A better measure is the so-called modularity,  
 

𝑄=
1

2𝑚
 𝐴𝑖𝑗−

𝑘𝑖𝑘𝑗
2𝑚

𝛿𝑠𝑖,𝑠𝑗
𝑖𝑗

 

Here, 
𝑘𝑖𝑘𝑗

2𝑚
 is the expected value of that fraction if the 

positions of the edges are randomized 
 
 
If there are more edges within communities than one 
would find in a randomized network then the 
modularity will be positive and large positive values 
indicate good community divisions. 



𝑄=
1

2𝑚
 𝐴𝑖𝑗−

𝑘𝑖𝑘𝑗

2𝑚
𝛿𝑠𝑖,𝑠𝑗

𝑖𝑗

 

 
The modularity takes precisely the form 
 

𝐻=− 𝐽𝑖𝑗𝛿𝑠𝑖,𝑠𝑗
𝑖𝑗

 

 
of the Hamiltonian of a (disordered) Potts model, apart 
from a minus sign, and hence its maximization is equivalent 
to finding the ground state of the Potts model—the 
community assignments 𝑠𝑖 act similarly to spins on the 
nodes of the network. 



3.Block models 
 
 
We can borrow some ideas from conventional numerical 
data by fitting.  
 
 
In particular, if we are interested in community 
structure then we can create a model of networks that 
contain such structure, then fit it to an observed 
network and in the process learn about community 
structure in that observed network, if it exists. 



A simple example of a block model: 
 
Consider a model network with a certain number of 
nodes. Each node is assigned to one of several labeled 
groups or communities. 
 

𝐿= 𝑝𝑠𝑖,𝑠𝑗
𝐴𝑖𝑗

1−𝑝𝑠𝑖,𝑠𝑗
1−𝐴𝑖𝑗

𝑖<𝑗

 

 
𝑝𝑟𝑠 represents the probability that there will be an 
edge between a node in group 𝑟 and a node in group 𝑠. 



 Analysis of a network of links between web sites about US politics. 

a b 



 Hierarchical divisions in a food web of grassland species. 

Perhaps, the most promising feature of the block model 
method is that it is not limited to detecting traditional 
community structure in networks. 



4.Other methods 
 
Betweenness method: 
 
Calculating the flow of 
(imaginary) traffic 
across the edges of a 
network and then 
removes from the 
network those edges 
with the most traffic.  
 
 
fluid-flow and current-
flow methods, etc. 
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Summary 
 
What is the community ? 

 
Methods of community detection: 
      hierarchical clustering, optimization methods and 
block models, etc. 
 
Applications of community detection. 



Thank you for your attention ! 


